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Why do we exist?
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We Enable Science that Matters
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How does HPC enable DOE missions?

* High Performance Computing (HPC) compliments theory
and informs experimental processes.

« HPC functions as a 'microscope’ for researchers to better
understand physics, chemistry, and engineering principles
In ways not otherwise possible.

» HPC resources are supporting NSUF, CASL, NEAMS,
NEUP, and GAIN
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What does INL's HPC hardware look like?

Falcon - 570 Teraflops per second
(multiplication of 570,000,000,000,000 numbers every second)

19.200 cores, 12 racks, 800 nodes
24 cores per node, 128G RAM per node, Dual Xeon 2.5Ghz Intel Haswell
100+ network switches, no hard disks, no connected graphics terminals, no keyboards
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How is INL positioned relative to DOE HPC?

ORNL #2
LLNL #3 $100M+
ANL #5 acquisition cost
LANL/SNL #6

PNNL #27
LBNL/NERSC #40
NCAR #58 =—

NREL (approx.) #82
NETL #232

$10-100M

Second Tier acquisition cost

INL #170
Bettis #331 =, $;é1?1|i\gition cost
Knolls #332 \

November 2015 Top500 Rankings
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What is INL’s history in HPC?
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How well are INL HPC systems
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O Running Max Running: 20647.94 Avg Running: 165%47.20 Cur Running: 15881.71

B Load Max Load: 20709.69 Avg Load: 15498.75 Cur Load: 13424 .49

B Queued Max Queued: 55157.47 Avg Queued: 11843.58 Cur Queued: 10733.38
falcon - year
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O Running Max Running: 18778.17 Avg Running: 1069%.88 Cur Running: 16209.76
Bl Load Max Load: 17662 .93 Avg Load: 8935.61 Cur Load: 16185.76
B Queued Max Queued: 497326.30 Avg Queued: 12925.53 Cur Queued: 19075,12
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Where do HPC users co

Active HPC Accounts

uINL
Universities
National Labs

& Industry
67
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FY15 HPC usage by institution

University of Missouri
Politecnico di Milano

CRI

North Carolina State University
Japan Atomic Energy Agency
Anatech Corporation

University of South Carolina
National Nuclear Energy Agency of Indonesia
University of California, Irvine
LANL

SNL

ENEA

Core Physics Inc.

Oregon State University

Purdue University
Westinghouse Electric Company
NEP

CSNR

Institute of Nuclear Physics and Chemistry
University of lllinois

Missouri University of Science and Technology
Walsh Engineering Services
Seoul National University
Sapienza, University of Rome
Texas A&M University
University of Florida

BYU Idaho

Tennessee Valley Authority
Pennsylvania State University
ANL

University of Wisconsin

Idaho State University
Massachusetts Institute of Technology
USRA

University of Utah

University of New Mexico
University of Idaho

Boise State University

Ohio State University

University of Michigan

University of Tennessee

ORNL

INL
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Million core-hours
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NSUF and related program support

System already in place for quickly granting user access and
prioritizing work

Reporting and accounting systems are being modified to better capture
NSUF metrics and science impact
Ensuring that NSUF and related programs have needed support
Priority scheduling for milestones upon request
Responsive user support
Supporting as-run analysis, thermal analytics, neutronics analytics
MOOSE/BISON/MARMOT support

Implementing tools to improve and simplify user experience
Falonviz, website, education

External attribution — ‘This work was supported by ..... as part of the
Nuclear Science User Facilities program’
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We enable Science: Collaborations
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